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Update on 
Generative AI 
Litigation
A Future 
Hanging in 
the Balance
By Ellie K. Vilendrer
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The age of generative artificial 
intelligence (GenAI) litigation 
began roughly five years ago, 

when media company Thomson Reuters 
sued AI research firm Ross Intelligence 
asserting that Ross had trained its AI 
tools using Westlaw’s legal summaries 
without first obtaining a license to do 
so.1 Like a roller coaster, the wheels 
of that early lawsuit inexorably pulled 
the GenAI litigation train up the track, 
with more cars being added as it made 
its ascent. The downhill ride has been 
both fast and furious, with dozens of 
new cars being added to the ride and 
litigants jumping aboard from all sides.

These cases have encompassed vir-
tually every aspect of GenAI, from 
the information-gathering process to 
the distribution and dissemination of 
information. They have asserted copy-
right, trademark, and privacy claims. 
They have been filed by authors, musi-
cians, artists, news organizations, and 
others who believe they alone should 
have the right to exploit and monetize 
their creations.

Appropriation of prior works may 
implicate the methods used to obtain 
data, from scraping to wholesale copy-
ing of those works. It may raise both 
privacy and copyright issues. At the 
other end of the process, plaintiffs are 
alleging that materials generated by 
AI infringe their intellectual property 
rights and deprive them of revenue to 
which they are entitled.

At the heart of many of the debates 
about AI’s impact on creative fields are 
questions of fair use, namely, whether 
AI models trained on copyrighted works 
are covered, at least in the United States, 
by that doctrine. As a practical matter, 
most GenAI models have been trained 
by scraping large amounts of text from 
various sites across the web.

AI companies have argued that cre-
ating AI tools is a legitimate reason to 
use copyrighted materials without get-
ting consent or paying compensation 
to rights holders. The fair use doctrine 
invokes four measures when evaluating 
whether a work is “transformative” or 
simply a copy: the purpose and charac-
ter of the work, the nature of the work, 
the amount taken from the original 

work, and the effect of the new work on 
a potential market. Most AI companies 
have asserted that their use of existing 
works is sufficiently transformative to 
constitute fair use.

In 2023, the U.S. Copyright Office 
undertook an initiative to examine “the 
copyright law and policy issues raised 
by artificial intelligence (AI).”2 Part 1 
of the three-part report, on digital rep-
licas, was published on July 31, 2024. 
Part 2, published on January 29, 2025, 
addressed the copyrightability of out-
puts created using generative AI. Part 
3 of the report will address the legal 
implications of training AI models on 
copyrighted works, licensing consider-
ations, and the allocation of potential 
liability.

At the start of 2025, the GenAI 
lawsuit ride is operating at full speed 
with new cars being added to an ever-
growing track. Earlier cases have been 
consolidated and amended; new cases 
have been filed. Both plaintiffs and 
defendants have refined and strength-
ened their arguments, learning from 
prior cases how to better present their 
positions.

The next year should bring closure 
to some important issues, potentially 
ending the free ride enjoyed by AI 
companies for certain activities. Here 
we review the spiraling path these cases 
have taken and explore their implica-
tions for future GenAI litigation.

TRAINING GENAI
At their heart, most training GenAI 
cases deal with the use of existing 
works—images, music, and writings—
to train AI tools.3 In its precedential 
lawsuit, Thompson Reuters asserted 
that Ross misappropriated Westlaw 
headnotes for purposes of training a 
competitive legal AI tool without having 
to spend the resources, creative energy, 
and time to create it itself. Nearly five 
years later, this case has reached the trial 
stage. It is the first case to test the the-
ory that training an AI’s learning model 
with copyrighted material should be 
considered a fair use.

What may have been the first GenAI 
class-action lawsuit, Doe v. Github, was 
filed in 2022 by Github contributors.4 

Their lawsuit alleged that Github and 
Open AI used the plaintiffs’ works to 
train the Copilot and Codex AI tools 
in violation of their open-source 
license agreements and that the defen-
dants removed copyright management 
information (CMI) from their code in 
violation of the Digital Millennium 
Copyright Act (DMCA).5

Section 1202(b) of the DMCA 
provides that one cannot, without 
authority, (1) “intentionally remove 
or alter any” CMI, (2) “distribute ․ . .  
[CMI] knowing that the [CMI] has 
been removed or altered,” or (3) “dis-
tribute ․  .  . copies of works ․  .  . 
knowing that [CMI] has been removed 
or altered” while “knowing, or ․  .  . 
having reasonable grounds to know, that 
it will induce, enable, facilitate, or con-
ceal” infringement.6

The DMCA is a statute with sharp 
teeth. Section 1203 grants the court 
broad powers to issue civil remedies 
for Section 1202 violations, including 
ordering injunctions, product impound-
ing and destruction, and awarding 
actual or statutory damages, costs, and 
attorney fees.

In Doe v. Github, the plaintiffs 
claimed that, when prompted to gen-
erate software code, Copilot includes 
unique aspects of the plaintiffs’ code 
in its outputs, and in removing CMI, 
the defendants failed to prevent users 
of products from making noninfringing 
use of the product. Moreover, plaintiffs 
alleged that defendants’ false descrip-
tion of the source of Copilot’s output 
facilitated or concealed infringement 
by defendants and Copilot users.

A 2023 lawsuit by a group of eight 
music publishers against Anthropic 
PBC, an “AI safety and research com-
pany,” claimed that the AI company 
used the plaintiffs’ copyrighted lyrics 
(along with “vast amounts of text cop-
ied from the internet, totaling billions or 
trillions of words”) to train its signature 
product—a series of generative AI con-
versational interface models referred to 
as “Claude.”7

Two cases against Stability AI—
Andersen v. Stability AI Ltd.8 and Getty 
Images v. Stability AI Ltd.9—were filed 
at the beginning of 2023. Both actions 
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involve copyright infringement claims 
based on the defendant’s appropriation 
of protected images to train AI image 
generators. The latter case, which alleges 
Stability AI has copied more than 12 
million photographs from Getty Images’ 
collection, also includes trademark 
infringement claims arising from the 
output generated by the accused tech-
nology, which is at times “lower quality 
and ranges from the bizarre to the gro-
tesque.”10 Both cases are still in progress.

Dozens of well-known authors 
filed lawsuits against AI companies 
in 2023, alleging that those compa-
nies used copyrighted works, without 
permission, to train their AI language 
models. Kadrey v. Meta, filed in July 
2023,11 pitted a list of writers, includ-
ing comedian Sarah Silverman and 
journalist Ta-Nehesi Coates, against 
the social media giant. After other 
authors withdrew from the case, Sil-
verman’s action was consolidated with 
a pending case brought by visual artists 
against Google.

In Authors Guild v. OpenAI, filed in 
September 2023,12 the Authors Guild, 
John Grisham, and 16 other authors 
filed a class action suit on behalf of a 
class of fiction writers whose works 
have been used to train GPT. The suit 
alleged that OpenAI had infringed on 
the authors’ copyrights by using their 
written works to train its models to out-
put human-seeming text responses to 
users’ prompts and queries. The action, 
originally filed as three separate cases, 
was consolidated into a single case and 
remains open.

The New York Times (NYT) sued 
Microsoft and OpenAI the last week of 
2023, claiming that the companies had 
copied and used millions of the pub-
lisher’s works, including copyrighted 
news articles, in-depth investigations, 
opinion pieces, reviews, and how-to 
guides, without a license, for purposes 
of training ChatGPT.13 The defendants, 
according to the complaint, engaged 
in direct, vicarious, and contributory 
copyright infringement and removed 
CMI in violation of the DMCA. The 
lawsuit followed purported attempts to 
reach a settlement, which would have 
avoided costly litigation.

According to the complaint, “The 
Times has attempted to reach a negoti-
ated agreement with Defendants,” with 
the goal of ensuring “it received fair 
value for the use of its content, facili-
tate the continuation of a healthy news 
ecosystem, and help develop GenAI 
technology in a responsible way that 
benefits society and supports a well-
informed public.”14 Noting defendants’ 
reliance on “fair use,” the complaint 
argues that “there is nothing ‘transfor-
mative’ about using The Times’s content 
without payment to create products that 
substitute for The Times and steal audi-
ences away from it.”15 The action seeks 
“billions of dollars in statutory and 

actual damages that they owe for the 
unlawful copying and use of The Times’s 
uniquely valuable works.”16

The NYT case was later consoli-
dated with lawsuits filed against the 
defendants by two other news organi-
zations: Daily News v. Microsoft Corp. 
and The Center for Investigative Report-
ing v. OpenAI. In November 2024, the 
court denied a motion by OpenAI to 
compel the NYT to produce evidence 
on its employees’ use of generative AI, 
ruling that such evidence had no bear-
ing on OpenAI’s fair use defense.

On January 14, 2025, the news orga-
nizations were in federal court arguing 
against OpenAI’s motion to dismiss 

their case. The defense argued that its 
use of their articles was fair use and 
transformative; the plaintiffs argued 
that ChatGPT’s taking of copyrighted 
works on a massive scale without license 
or payment was in essence a free ride, 
setting it up to directly compete with 
the news organizations as a substitute 
for the publishers’ original work.

None of these cases has yet been 
resolved, and at least a dozen more 
GenAI lawsuits await resolution. Train-
ing is clearly an essential and ubiquitous 
element of GenAI tools, so the stakes 
are high for both sides. Direct copying 
of copyrighted works for training pur-
poses may be Ground Zero in GenAI 
litigation this next year. AI companies 
contend they don’t actually engage in 
direct copying; their computers “read” 
text, evaluate it, and then discard it. Any 
residual content is sufficiently remote 
from the original material to qualify 
the resulting work as “transformative.” 
If their activity—scraping data and 
reading text—is ultimately found to be 
illegal, it could completely upend the 
industry.

Highlighting a breadth of possible 
claims in GenAI litigation, Match Group 
LLC, owner of Match.com, Tinder, and 
dozens of other dating sites, filed suit in 
Dallas County, Texas, against a startup 
alleging that it used AI romantic pros-
pects to stand in for actual humans. 
The plaintiffs claimed that CupidBot.
ai used AI to automate the process of 
browsing user profiles, matching clients 
with other users—all of whom believe 
they are communicating with actual 
human beings—“and deceptively strik-
ing up conversations and making dates.” 
Their lawsuit asserts causes of action for 
trademark infringement, tortious inter-
ference with contract, violation of the 
Computer Fraud and Abuse Act, harm-
ful access by computer, and breach of 
contract.17

Lawsuits also have been filed against 
AI companies for defamation.18 Public 
figures such as law professor Jonathan 
Turley and Australian mayor Brian 
Hood have raised the flag about the 
harm to reputation caused by false 
statements made against them by 
GenAI. False outputs, known as 
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“hallucinations”—which have taken the 
form of fabricated legal citations, nonex-
istent news articles, imaginary scientific 
data and statistics, inaccurate biographi-
cal information, and false historical or 
current events—pose a reliability risk 
that could lead to legal claims in the 
future, not just against the creators of 
AI, but also against downstream users.

2024 IN REVIEW
Last year saw significant movement on 
cases that had been filed in prior years, 
as well as the commencement of several 
new matters.

Two online news organizations filed 
suit in early 2024 against OpenAI. In 
Raw Story Media v. OpenAI and The 
Intercept Media, Inc. v. OpenAI, the 
plaintiffs claimed violation of Section 
1202(b) of the DMCA based on the 
defendant’s alleged removal of CMI 
from works that were used to train 
ChatGPT.19 The court granted defense 
motions to dismiss the cases, finding 
that the plaintiffs lacked standing to 
pursue injunctive relief or damages. 
Citing Spokeo, Inc. v. Robins,20 the court 
wrote that “Article III standing requires 
a concrete injury even in the context of 
a statutory violation.”21 In this case, the 
plaintiffs “have not alleged any actual 
adverse effects stemming from this 
alleged DMCA violation.”22 The plain-
tiffs then sought leave to amend their 
complaints.

In December, the US District Court 
for the Southern District of New York 
ruled partially in favor of The Intercept. 
The court dismissed, with prejudice, 
The Intercept’s claims under 17 U.S.C. 
§ 1202(b)(3)—barring distribution, 
import for distribution, or public per-
formance of works, copies of works, 
or phonorecords with knowledge that 
CMI has been removed or altered with-
out authority of the copyright owner or 
the law—but it allowed the plaintiff ’s 
claim under 17 U.S.C. § 1202(b)(1)—
for removal of CMI from articles used 
to train OpenAI’s large language models 
(LLMs)—to proceed past the motion-
to-dismiss stage.

The decision could serve as a prec-
edent for other plaintiffs challenging 
the unauthorized use of their works by 

AI developers. OpenAI told the court 
that it would try to consolidate the eight 
copyright infringement and DMCA law-
suits now pending against it into a single 
multidistrict litigation in the Northern 
District of California.

Also in the Southern District of 
New York, in October 2024 two dif-
ferent news publishers, Dow Jones & 
Company, Inc., and NYP Holdings, 
Inc., filed an action against Perplexity 
AI, Inc., based on use of its copyrighted 
works for a “retrieval-augmented gen-
eration,” or RAG, database. In Dow 
Jones v. Perplexity,23 the plaintiffs took 
issue with the appropriation of its copy-
righted works for use as part of a search 
engine that incorporates vast numbers 
of webpages and provides that infor-
mation to previously developed and 
trained LLMs. The defendant, according 
to the complaint, used these models to 
repackage copyrighted works into ver-
batim or near-verbatim responses to 
user prompts.

Lawsuits brought in 2024 against 
AI music generators asserted that 
the defendants had used copyrighted 
recordings to train their models. Two 
lawsuits filed in 2024 pitted record 
labels against AI music generators. 
UMG Recordings, Inc. v. Suno, Inc. and 
UMG Recordings, Inc. v. Udio both allege 
direct copyright infringement based on 
defendants’ use of music recordings to 
train their AI models.24 The lawsuits 
contend that the end product mimics 
unique features of the plaintiffs’ works. 
In response, the defendants argue that 
copying the works constitutes fair use, 
as an “intermediate” step.

Another case brought under the 
DMCA, Vacker v. ElevenLabs, asserts 
claims on behalf of a group of voice 
actors who allege that removal or alter-
ation of CMI from their copyrighted 
works violated Section 1202.25 Like the 
charges asserted against OpenAI by 
actress Scarlett Johansen,26 the voice-
actor plaintiffs in Vacker also allege that 
the defendant misappropriated their 
voices and likenesses by creating voice 
clones that it used to attract millions of 
users, generating significant revenue. 
According to the complaint, these voice 
clones mimicked their distinctive vocal 

timbres, accents, intonation, pacing, 
vocal mannerisms, and speaking styles, 
delivering a synthetic professional nar-
ration that friends and family would 
recognize as their voices. With so much 
riding on the DMCA claim regarding 
removal or alteration of CMI, both sides 
in this case—as well as many other liti-
gants—will be watching developments 
in Doe v. Github.

2025: WHAT TO EXPECT
Despite the whirlwind associated with 
boarding the AI roller coaster, GenAI 
cases have actually been moving at 
a snail’s pace. The tension between 
creators’ rights and the advent of world-
changing technology appears to be 
forcing courts to tread extremely cau-
tiously. Those delays could ultimately 
end up harming plaintiffs, as AI rapidly 
becomes a de facto part of our every-
day life. It may soon be impossible to 
unravel the intricate web spun around 
us by the AI industry.

Another area ripe for litigation or 
regulation in the next year is developer 
liability for misuse by third parties. 
Earlier this year, the Federal Trade Com-
mission (FTC) provided a preview of its 
approach to AI under the new admin-
istration. On January 9 during a panel 
at the 2025 CES event in Las Vegas, 
two sitting FTC commissioners dis-
cussed the FTC’s approach to AI. Both 
commissioners generally agreed that a 
developer who develops general-pur-
pose AI tools that are misused by third 
parties, without additional involvement 
or knowledge by the developer, should 
not be subject to liability under the FTC 
Act. They disagreed, however, on where 
the line should be drawn.27

On December 18, 2024, the FTC 
announced settlement of In re Rytr 
LLC.28 Rytr is an internet service that 
uses GenAI to produce written content 
for subscribers for “Use Cases,” one of 
which is for testimonials and reviews. 
In the settlement, the FTC majority 
argued that the developer of a GenAI 
tool that could be used to generate large 
numbers of deceptive reviews could be 
held liable, based on the facts of that 
case. The dissent argued that “[t]reat-
ing as categorically illegal a generative 
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AI tool merely because of the possi-
bility that someone might use it for  
fraud . . . threatens to turn honest innova-
tors into lawbreakers and risks strangling 
a potentially revolutionary technology in 
its cradle.”29

Policy under the new administra-
tion is tending to favor big business, 
with President Donald Trump—who 
revoked a 2023 executive order signed by 
former President Joe Biden that sought 
to reduce the potential risks AI poses 
to consumers, workers, and national 
security—saying he would “support AI 
development rooted in free speech and 
human flourishing.”30

The American Bar Association is 
also contributing to the development 
of GenAI policy. On February 3 of 
this year, the ABA adopted Resolution 
501—urging enactment of federal leg-
islation protecting an individual’s right 
to authorize or prevent any use of their 
voice, visual likeness, and/or image in 
a realistic computer-generated elec-
tronic representation. The resolution, 
sponsored by the Section of Intellectual 
Property Law, stated that such legislation 
should (a) include strong safeguards to 
ensure the legislation’s compatibility with 
the First Amendment and (b) address the 
right of publicity and the right of privacy 
under state, territorial, or tribal law; tech-
nological innovation and creations; and 
potential third-party liability.31

We can expect to see significant judi-
cial action involving GenAI over the next 
few months. Thompson Reuters, the orig-
inal AI case, is expected to finally go to 
trial this year. Assuming the parties do 
not settle on the proverbial courthouse 
steps, that decision could establish prec-
edent for all current and future GenAI 
cases. If the court rules in favor of the 
plaintiff, AI companies may be forced 
to decide whether to negotiate separate 
licenses with individual copyright owners 
or face a much stronger wave of lawsuits. 
We may see the creation of global licens-
ing agencies—along the lines of ASCAP 
and BMI for music—to manage the use 
of copyrighted content.

An interlocutory appeal in the case 
of Doe v. Github also will be heard 
soon. That case, which focuses on the 
DMCA’s prohibition against altering 

or removing CMI from copyrighted 
works, could determine whether Sec-
tion 1202(b) claims will be allowed to 
move forward or must be excised from 
AI complaints. All eyes are sure to be 
trained on these and other cases as the 
GenAI roller coaster begins its next full 
year of operation.

The last year was a pivotal one for 
GenAI litigation. Plaintiffs’ claims con-
tinued to focus on infringement and 
DMCA violations; defenses generally 
relied on fair use and standing issues. 
Cases were consolidated, moved to 
other venues, and amended. Courts 
took seriously the economic and societal 
implications of GenAI, requiring parties 
on both sides to build strong supports 
for the carnival ride upon which their 
cars would be rolling at lightning speed.

This year we should expect to see 
some important decisions. Are data 
scraping and other content appropri-
ation transformative? How and when 
is CMI alteration harmful to copyright 
owners? At what point is a new work 
separate and discrete from a prior work? 
Can GenAI be trained to do the work 
for which it was created without tres-
passing on sacred ground?
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